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Machine learning in sports medicine: 
need for improvement
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The over-riding goal of a physician is to 
optimise the outcome for each individual 
patient. However, our ability to manipu-
late the end result at the individual level 
is limited by our inability to accurately 
predict the expected outcome of a given 
clinical scenario. In the age of big data, 
machine learning can make our predictive 
capability both easier and more accurate 
using existing registries and databases 
which hold the potential to dramatically 
change decision-making and to optimise 
individual outcome. The purpose of this 
editorial was to explore the possible uses 
of machine learning in sports medicine 
using existing knee ligament registries as 
an example.

Machine learning is a subset branch 
of artificial intelligence that uses data to 
make informed decisions/models without 
explicit programming (figure  1). Deep 
learning is a further subset of machine 
learning that uses neural networks to do 
the same task. Typically, once the data 
are acquired, significant time is spent 
preparing and formatting the data to 
be analysed, which includes removing 
or imputing variables which have too 
many missing values, standardising data 
for analysis and running standard statis-
tical tests to assess relationships, such as 
collinearity (figure 1). Thereafter, the data 
are usually split into training, validation 
and testing data. The training data are 
most commonly used to select important 
features for the model, while the valida-
tion data are used to tune those features. 
Once the model is ran on blinded test 
data, it can be used to make predictions. 
These models often undergo this work-
flow several times to find the most precise 
model.

Machine learning has started to impact 
several medical disciplines, including 
orthopaedic surgery. In one example, 
Fontana et al used machine learning to 
determine which patients will achieve 
minimal clinically important difference 
(MCID) after total joint arthroplasty 
(TJA) at 2 years of follow-up.1 Machine 

learning algorithms were able to predict 
this outcome with an area under the curve 
(AUC) of 0.89. The AUC of a model or 
test is a performance measurement which 
indicates how much that model/test is 
capable of distinguishing between classes, 
with values closer to 1.00 indicating better 
accuracy. Additionally, they identified the 
most important factors influencing the 
outcome: baseline 36-item Short Form 
Health Survey (SF-36) scores, unilateral 
revision TJA, back pain and prior knee 
surgery. This was made possible through 
a technique called ‘feature selection’, a 
machine learning process which narrows 
many variables to a small subset of the 
most important ones while maintaining 
accuracy of the model. This clinically 
useful registry study of 12 203 TJAs may 
influence decision-making by allowing 
accurate identification of patients who 
may be more amenable to non-operative 
management if they are less likely to reach 
MCID after TJA.

Using artificial intelligence to create 
accurate prediction tools with clinical 
applicability and translation holds highly 
impactful potential. Recently, Parvizi et 
al used a machine learning algorithm to 
develop a new scoring system for the diag-
nosis of periprosthetic hip and knee infec-
tion.2 Whereas the previously accepted 
International Consensus Meeting Criteria 
had a sensitivity of 86.9% and a specificity 
of 99.5%, the new scoring system exhib-
ited a significantly higher sensitivity of 
97.7% with a similar specificity of 99.5%, 
and has become the new gold standard 
by creating an easy to use in-clinic calcu-
lator.2 As machine learning is used more 
commonly by clinicians, the need for 
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Figure 1  Typical workflow for machine learning model creation, evaluation and deployment. Data 
are typically split into training, validation and test sets. Training data are typically used to choose model 
algorithm, whereas validation sets are used for hyperparameter selection for model refinement. Model 
should be evaluated on test data sets, which have been blinded to model creation before deployment 
into a usable model for predictions.
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clinically interpretable models grows. In 
fact, recent studies have postulated that 
interpretability may hinder people’s ability 
to detect when a model has made a size-
able mistake; therefore, we must proceed 
with caution as clinicians involved in the 
creation of, and use of, these advanced 
models.3

Despite a large pool of available data, 
there are not yet any clinically relevant 
machine learning models in sports medi-
cine. The first knee ligament registry was 
started in Norway in 2004 and several 
more now exist worldwide. These regis-
tries collect a robust volume of data, 
including patient demographic and injury 
characteristics, intraoperative findings and 
technical surgical details. Additionally, the 
collection of preoperative and postoper-
ative patient-reported outcome measures 
allows capture of inferior outcome 
without relying on revision surgery as 
the sole measure. In the Scandinavian 
knee ligament registries alone, there are 
now over 70 000 patients, and the inclu-
sion of non-operatively managed patients 
has also recently begun.4 A methodology 
similar to the aforementioned examples 
can be employed to answer questions such 
as which patients benefit most or reach 
MCID after anterior cruciate ligament 
(ACL) reconstruction and which patients 
may be amenable to non-operative 
management of ACL tears. It is important 

to note that other than volume of data, 
other factors such as quality/completeness 
of data and appropriate analysis are crit-
ical for drawing appropriate conclusions.5 
Previous studies have created predictive 
algorithms with flawed data which can 
adversely affect select patient populations 
(such as due to racial or gender bias).5

In summary, machine learning can be 
employed (1) to predict outcomes of both 
surgical and non-operative sports injuries, 
(2) to determine which factors affect these 
outcomes most and (3) to allow sports 
medicine physicians to alter the modifi-
able factors which can optimise outcomes 
for each patient. Changing the modifiable 
variables would increase the probability of 
success and may guide treatment discus-
sions. Though we should be cautious, 
this concept is already influencing patient 
management in other fields with the use 
of in-clinic models/calculators, and it 
is time for sports medicine to catch up. 
The potential to improve the care we can 
provide is too great to be ignored.6
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